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» Scale-freeness and Degree distribution

[Barabasi and Albert 1999; Dorogovtsev, Mendes and Samukhin 2000; Krapivsky, Redner and Leyvraz 2000]
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What do we know?

¢ tnangle COuntS and CIUStering COeﬁICIent [Bollobas and Ridden 2002, Prokhorenkova et al 2013, Garavaglia and

Stegehuis 2019]
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Fig 2 of A. Garavaglia and C. Stegehuis (2019).
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What do we know?

e SU bg I‘aph cou ntS [Garavaglia and Stegehuis 2019]
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Higer-Order Connectivity?






ll. Into Topology

Counting everything in every dimension all at once




k-dim Betti number /),

= count of k-dim holes
= count of k-dim repeated connections
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Count of Repeated Connections
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k-dim Betti number /),

= count of k-dim holes
= count of k-dim repeated connections



Research Network
[Salikov et al, 2018]

 Co-occurence complex in Math research paper




Gap in Understanding
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Clique Complex

aka Flag Complex
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Theorem: E[),] ~ num of nodes! =*

Proof?
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Proof of E£[f5,]
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IV. What lies ahead


















What did we learn today?

 Random topology is cool.
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What did we learn today?

 Random topology is cool.
* Preferential attachment graph has interesting topology.

 More interesting things are waiting to be discovered.
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